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11 area computer network simulations are imbereti a-

Vrk~va In that the underlying stochastic process cannot be modeled as a

Narkoy, hain "countable state space. We restrict attention to local

network smlations with an underlying stochatic process that ca be rep- ?,

resente aa enerallixed sead-Msrkov process .GP Usig'nw btte

than used -dstributional assumptions and sample path properties of the

GSHP, we provide a 'eometric triali.'iCterion for recurrence in this

setting* We also provide conditions which ensure that a GOW is a regener-

ative process and that the expected tim between regeneration points is

finite. Steady-state estimation procedures for ring and bus network simu-

lations follow from these results.

..... , .. . . ... ..
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Nhids paper, Ung ae path properties of the m , we provide i wh"

,iu~ aggaB~.-th pemuls uise m us critefion I., the a"w settin Our

qm . m pastubte 1 m m f .,a cIlow CUiId rn dem time In the Intvl

[(~t,,73) mu ' a, dblhjuIlsd events dreal by the state of the sytstm at the

h~* ftime ush tat ET3) s' If oash of the dstnuliched, evts" oscurs t"am:

eough" %Wkm time Tr  We show that IETl):AaOIht. stait enl lyoften with

urabUWVabls.dthe cock mattin distributiols -smliaed vth the d Ul 1, events

have "nw better than used" distributions and satisftyw" a e e ity1*66ite We .lsn

provide additional conditions on the building blocks of the ams which enure that the

succesivetime at hichlX'r):iaOl hits sate s are regeneration points for the ocs

X(s):maOJ and that the expected time between regeneration points Is finite. V

13eurlsUtaly, a osur (Matths (13], Keslg, haUke and Nawrotaki 101, (1l1)

mov froot state to sate in accordase with the occurrence of events associated wit thke

onupled state. ach of the several pomible events associated with a ctt ompeto to

trigger the next transition and seah of these events has Its own distribution for

determinin the next state. At each state transition of the ose, new events may be

scheduled. For each of these new events, a clock Indicating the time until the event Is

seduled to occur Is set according to an independent (stochastic) mechanism. If a

scheduled eVnt doe not triger a transition but Is associated with the next state, its

clock continues to run; If such an event is not associated with the next state, it Is

Pebwf Whilt 1Q, lenwl deflaition of a aew is Is terms of a am stat e

ope ]hkev deda (cms) which describes the process at sumcessive spoces of ste

---~ -' -..--- .
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true"ies Lot Sbe a flte or con tble set of s ae l and 9 '2',...,el 2 be a finite set

of wvi For #C S, I(s) di•motetke set d all events that can occur when the osaw is in

states. Whe the process Is in state , the occurrence of an event cc E(s) trlgMrs a

to a state'. We dsts byp(ad;s, the probability that the new state is '

givE that event e triugrs a transition in state.. For each Sc S and cc E(S) we assume

that p(,) Is a probability mass functine. The actual event cc E(s) which trlgers a

transition In sate s depends on cl ock associated with the events in S() and the *s* at

which thoe clocks run. Each such clock records the remaining tim ut th event !

uIg sa.t Isaumhi, We demew bV Sk (so) the d r at'w , tdo

closk ep associated with event ej, rums In sates , for eecSC, ., -, I f .f(4). We

8sume that ru#>O for some e• a5(s). (Typically inapplhctIons, anl speeds r ar equal to

one. There are, however, models in whlsk speeds other than unity as well as

stte-depeM t speeds are convenient. For example, zero speeds ar needed in queneig

system$ with service interruptions of the preemptive-resume type; cf. Shedier and

Souhr (141.)

For Sa S define '4

C(S) - I(cl,...,CM): c1 a 0 and ej > 0 If and only If cc (a);

(2.1) Cfc , , for 1iJ with CjCjeP'j> o.

The comntlo n Equation (2.1) ensure that no two events simultaneously trigger a

tranitlem (m defined below). The at C(s) b the set of possible clock readinp In state a.

Timeeloskead svmmt el a id tobem -Insatate uff cld((). ForselmideeC(s).

2-
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(24) atAi s Ao.K,1

(5..... W

*bhVmIissabW to be , ur- 0. Alm at

$Y 01,- c'(s) - - I(s)r. ea (S)

and

(2.4) w"-i( ,~ ,bv , (), ,,€ -0o
(2.4) (s,C) r such. that *,a m*) and 53C

iqhmiin state wishlamk veca a. A4) is dhi4imm to thereat state tramtiouamand

e~(usC) lsh 00 baw of th,. Unique trigeriag evet -0 t ?(S4c -

At a transition from state s to state ' triggered by event new clock times are

for each N(s';s E')-(E() ). The distribution function of such a

new clock tim I donoted by .;S ', ) and we assmne that F(O0i ' ,?) -o. For

,a O(8,a) - E(,')fl (m(s)-I. 1), the old clock reading is kept after the transition. For

*'£ 5a )j (As -SWs), event ei cease to be scheduled after the transition.

Next consider a sumc (S,C):x&O! having state spaes

and repm udeetlg the state ($Si) and vector (C.) of clock readings at successive sate

tnt epocs. (The h coordinate of the vector C, is denoted by Co.) The

trntin kereml of the Markov chain i(S,.C,):naOl is

(2.5) (()) m p(s;sw) n € o-') o , n 110440 .,
view) 0149W)
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~~~A ci' 41 fore, a O;,e',

The sotA is the sub"etof 2 yhlh corresponds to the osw etring state8' with. the

* readng ejon the clockassocated with event ee,(s) untto a aluelin O1 .

Finally, the on Is a piecowise constant continuous time process constructed from

the evow 1(S39Cx):naOJ in the following mainne. Set go -O and denote by f8 the time

of d th i stote transition, RIiO. (We sa"that

for anl iitia states (SCo).) The a t

Where

life VA#osmW MX)t eined by Ealem (2.6) Is a oi.We assume from now on that

A ftspenra, amesalto 1.

Trhe cA RIseltC property of a regenerative stochastic process (Smith (151 Is that

tWOr40Ws 0am11 tim. pGlate refere to 8s OWSMWANe Pe0aa Or rq..WrAPis ANmu at

Which Ohe Pro""epoaflalai restarts. The usse=*. of regeneration is that the

oeoltio of the Inoc in cycle (ie., btwee any two successive regeneration points)

lsapr 1bf slrepliesof the protosena my other cycle. to the preeceof aid

repiady mtom=, a ropetite ebesest pres - X(*:taOj has a limiting

detbatsa(Z(OpZ a 1.00) palis doa th expected time between ug"M UMt
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palate is, finite. Furthermore, the regmnerative structure ensures that the behavior of th

IrNeM P in a cycle determines the expected value of a function of the limiting random

variable X as a ratio of expected values. Then results have importanat implications for

simulation and are the basis for the regenerative method for simulation analysis; see

crane And Iglhart [31.

(2.7 DEFNITON. The real (possibly vector-valued) stochastic procems IXQ):tkOj is a

rqemtivode poem in continuousa time provided that:

(1) there exists a sequence of stopping times (Tk:k&OI suh that (Ta4.j-Tk:kkOI ane

Independent and Identically distributed;

(II) for every sequence of times O0e1C, ... QM (M&Ol a"d kao, the TRIadam vectors

IX(1)..,X~ 1,)land IX(Tk +0 11)....,X(Tk + ) have the sea distribmtlm MA the

Processes 1X(O:t<Tkl and IX(Tk + t)::aOI are ln udedt.

Recurrence properties of the underlying stochastic procem of a discrete-event

* simulation are needed to establish estimation procedures based on regmnerative processes.

Lemma (LB1) Is a special case of a generalized Dorel-Cantelli lemma due to Doob

(4. p. 3241; see [8, Lemma 41 for an elementary proof using a "geometric trials"

(2.8) LBMMA. Let I r,:naOJ be a sequence of random variables defined on a probability

space (GVFP) and taking on values In a set, S. Let sCa S. Suppose that there exists 8O0

subh that

fur anmat. Them P7 3 . 1.01 1. N



Lema (8) PnV, a mea 9f. aams that the underlying stochastic Mocss of

a dmuMitle@ ttUM hdfnitely often to a find state. Specificaly, let IAXt):Ik0J be a

stochastic process with right-continuous and piecewie constant sample paths and

, S IM X- Lat i. a * ,uwsm that j ol: J is an inresog sequence

ad flut (T,, aL) state trandton'tme for t(Xt)U 0J such that

PfZ T) - lI(T,.I...,X(T)Ja•8 a..

for some o. TheM Px(Tr) - l.o.1 -1 by Lemma (2.8) (with r.. x(T), .

Using "new better than Used" distributonal assumptions and the sample path

stucture of the process, Propoeltiot'(2.11$ provides sfficint conditions for recurreno-

in theas. SUettlng0.

(2.9) DIN ON. The distribution F of a positive random variable A is nw bimw he.

nd (No to I

P4 > x .IA > yj sPIA > xJ

for an xIVAO.

See BDulow and Prochan 11] for a dlssulom of NBU distributions. Note that every

InuSING failure rate (EFR) distribution Is NBU. Also, if A and 8 ae independent

nwdom vaIStbO With N]fU dhstributioms the the distributions of A + 5, n (A .),

MAn max (A.&) an Mli.

Let |l(O-:eaOI be a osm. with finite state space, S. and event set, S. Suppose that

(TMMaOJ is am bmenslg sequence of finite (T1<,s a.s.) state transition tima such that

for see'ar end tsl: T- 0ad



(2.) T4 - fr.r : at time t event t trilm~s a transition in some state cS*I,

nsal.

Let 4.1S. Proposition (2.11) postulates the existence of a distinguished random
time (e) in the interval [T.,T 3 ) defined by Eluatlon (2.10), a" st (E( )) of

dfstinsished events determined by the state s+ of the system at tim T. such that

X(T,) - whim each of the distinguished events ek(4 + ) occurs prior to some time

TM +R,,(ax) (>2x+). The proposition assrts that (X(T,,):n&OJ hits state 4infinitely
often with probability one if the clock setting distributions associated with the

distinguished events are NBU and satisfy a "positivity" condition which guarantees the

existence of 8>0 as in Lemma (2.8).

Let {7:nzOI be a sequence of state transition times and denote the state space of

(X(T,+):n0iJ by S+. For s+c S+, let
• .)

and set

E+ " { E+(')+)"

When X(Te) - + we denote by Sk(a+ ) the latest time less thanor equal to r'+ at which

the clock associated with event 4(s ) was set, and by A8 ,(s ) the setting on the clock

at time SO ).

., ,
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(2.11) PROPOSMITION. Assume that there exist state transition times (T , :nzOJ and for

S+ event sets E+(s+) and identically distributed strictly positive-random vectors

(R,,,l(a~),...~RNJ~ )+)), Independent of IA,.,(X(,))....,A <x(r))(X(7Z))I and

IX().-fOssTI, such that:

(I) Tnls7'n a.s. and for xOxl,...,x.l 1  S and s+j S+,

PlX(T,) - , X(T") - ,, X(T.) - .,,...X(O - 1 6,,

2t PI$,.(s+) + A,.k(s+) : T,+ l,.k(s+), k 1.2.....kls+);

X(7+) - s+, X(T,.) - x,,...,X(To) - x0o;

(i) for all e+ E+, the clock setting distribution F(.;s,e+,s,e) - P(;e+) and is NBU;

(11i) there exists 8>0 such that for s+ e S+

(S+ ) - P(Ak($ + ) :9 Rni(s+). k - 1,2,...,k(s+)l k 8.

where the random variable ,k(S+) has distribution F(-;4(.)) and 1AI(s+),...,Ak( )(s+)|

are mutually independent and Independent of (Af +(),...,k(S )(s+)).

Then

PIX(T,) - oIX(T,.),...,X(To)I a 8 a.s.

so that P(X(T.) - i l.o.1 - 1.

L

S-. 4. 4 4 .- . .. .. ... .
-%W.%.%- ,,% '- 

+
" - % ;.4. " .4. " "" ,"4 , """ "" *""- "" . ". ."". "' ,""" -""- " .... , "".."-. " - " •..".-.. .-. • • ' • " -",•. -. "' ," "
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?,. tats S+4 Sd UA CO.. S. Lem (4.6) of tha Appendlx Show that ~ .,

P(SOs+)+ A,.t(s') 'r-+ +. l&ts)

X(7~~~~~~)~ -aX( 1)-x....,X(T0) -xl

(2.12) a 8 P{X(T) -S+, X(Tx,) - 8 1 ... XT 0

Usin Equation (2.12),

Pj(T) AX( ) (J xN..V...,X(T) X01

- PX(T,,) +-*0 X(7) -1 ... X(T,.) rX, 1 ... XT Jx.

a CI(T+ S+4 (J) ..X(I

4a P PXTa8 .(1 + X01R. j(')

~ PX(TOV) S;X(T).T) IXt.4 *ZTO)XO

mA A~m(28 Iplies~.1 tha PIx,1 ,.) - x. F

47.
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FPopoetlal (2.13) gives a set of conditions on the building blocks of oSN& which

ensueo $hat the process Is regenerative and that the expected time between regeneration .

Plau is finite.

(2.13) PROPOSITION. Let 1T,:n0) be an increasing sequence of stopping times that

are finite (T,(< a.g.) state transition times as in Equation (2.10). Suppose that there

exists .6 S and 0>0 such that iNO

(2.14) PIX(T,) -; X(T.,)..X(T0)l a 8 as..

Also suppose that for * 9S (1) th1 e set O ,'.,') - sE(,) (NC.)-e' - (. I) the set

C.0 ,.)'l-N(s; ;), and li) the clock etting dist ibuta. .. ,.

- ,(;s,e',s*') for all e'CN(4s dl. Then (X(t):9&01 Is a reenerative'

process in continuous time. Moreover, If

LT+ 1 - Tj S C < - ,ft

for all nz0 then the expected time between regeneration points Is finite.

Proof: Using Lemma (2.8), Equation (2.14) Implies that event e* triggers a transition to

state 4 from some state s -c e infinitely often with probability one. Furthermore, at

such a time Tv, the only clocks that are active have just been set since O(4;a,) - for

all * a$S. The joint distribution of X(T.) and the clocks set at time Tn depends on the

pest history of IX(O:ta d only through 4, the previous state s*, and the trigger event e'.

Since the new events and clock setting distributions are the same for all s, the process

X():sat0J probabillstlclly restarts whenever fX(T,):naOj hits state 4.

To show that the expected time between regmnamtl1a points Is finite, assume for

lon ,mutht X(ro)-X(O)- X,, -X(T)and 0. T-r,+,-r, Rao. Observe

/:-

.. .. . .. .. . .. . .. .. . .. ....-.



12

that the random indies OX such that ZP. - T,) - slorm a squence of remerato

pomins for the Pe Aeo (X.,Da) J; athis follows from the fact that the procs (D,: nIJ

starts from scratch when X(Tp,) - 4 Let rk - F +-Pk, kal. The rk am .4. ar , and

the argument in the proof of Lemma 4 in [81 shows that

P i > ( a%(1.
,4-

so that Li-i|<a. Thus the expected time between regeneration points for the prace.

{(X.,Dx):nkOl is finite. Since EI 11(<s and Equation (2.14) ensures that v, is aperiodic,

(X,D)i(XD) as n-.. Using the continuous mapping theorem we have D,.qD as n.wa

and, since D,4XO and ElD,.)sc<.,

E IIDI I- E(DJ sU MEIJ 9 < a

by Theorem 25.11 in [2). Since T, is aperiodic, E£vJ)<.o, and l I D I 1<0,

E(DI -
E[ tJI

so that

,. alo < <-

and the expected time between regmneration points for IX(t):t&Oj is finite. r3

Note that the state transition times fT,:nzOj defined by Equation (2.10) are necessarily

mstoppn times if for &H as'," S

(2.15) e - e" whenever p(a";s,) > 0 and p(s#' ;a ) > 0.

n
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-. RING AND BUS NETWORK MODELS

The following examples illustrate the uae of the 0sp model as a formal

specification of a discrete-event simulation of a local area computer network and the

application of Propositions (2.11) and (2.13). These results are also applicable to the

token ring and collision-free bus network models In Examples (2.7) and (2.9) of [9].

(3.1) EXAMPLE (Token ring). Consider a unidirectional ring network having a fixed

number of peru, labelled 1,2,...,N In the direction of signal propagation; ne Figure 1. At

each port mesag packets arrive according to a random process and queue externally. A

single controwtoken (denoted by T In Figure 1) circulates around the ring from one port to

the next. The time for the token to propagate from port N to port I is a positive

constant, RN, and the time for the: token to propagate from port J-1 to port j a positive

constant, , j - 2,3,...,N. When a port observes the token and there is a packet queued

for trnsmisio, the- port converts the token to a cenawv (C) and transmits a packet

followed by the token pattern; the token continues to propagate If there is no packet

queued for transmission. By destroying the connector prefix the port removes the

transmitted packet when it returns around the ring. Assume that the time for port j to

transmit a packet Is a positive random variable, L?, with finite mean. Also assume that

packets arrive at Individual ports randomly and Independently of each other; i.e., the time

from sad Of tranmin by port j until the arrival of the next packet for transmission by

pat Js a positive random variable, A , with finite mean. Note that there is at moast on

packet queued for transmission at any time at any particular port.

Sat

(3.2)-
(3.2)At) -(Z 1(*,. ,ZN(a),MV),NQ)),

* *..,.

•.~~~~~~~~~~~~~~~, .~, ,.. . ,,.. ..... . . - ,, . • - . . .. . . . . . . • . . . ,. . ,,
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where

1 If there Is a packet queued for transmission at port J at time t

0 otherw e
.4

J If port J is transmitting a packet at time i
MY)I

0 If no port Is transmitting a packet at time .

NO)- 1 If at time I port N is transmitting a packet or the token is propagating to port 1,

and N )( - j If at time I port J-1 is transmitting a packet or the token is propagating to

portJ, j 2,...ON.

The process IX():ta0J defined by Equation (3.2) Is a om with a finite state space,

S, and event set, S - {e'...,eN+2- whbe vtN+2 " "observation of token," N+1 = "end of

transmission," and e- "arrival of packet for transmission by port J," J - 1,2...N. For

S-(Zl,...,zm;) a S, the event sets E(#) are as follows. The event "end of

tnaaumlasii" £ H(a) If and only f m>O and "observation of t6ken" 9 E() If and only If

m -0. The event "arrival of packet for transmission by port ' C E(s) If and only If

zj Oandmwai. 4i.

I em"and of transmission," then the state transition probability p(s';s,e) - I when

(zl,..,zj;am;m + 1) C S with O<m<N and s' (zj.....z;O;h + 1)

Old wbM :.
anddwh-

- (zl,...,zN;l)( San , (Zl,...,zN;O;1).

If em"obuervatiom of token." than p(i;a) - 1 when

a - (Swt..,.l*,+n,..,z;.n)£ h n(< and a' - (21..., ,.19 O, ,..,1n + 1),

*2. - W .2 . '.;*' * .- - , ,..:,, *,' -, ,, , •. - , . ' .. . ..,...-.. *1.. *,1,. 4... ., 4 * ". , .. . , ,. . . ...



Sa S N. .AA

4 I

(',4aJ~a'w.") S With m(Naa W S" +Z lZp~4 .. N: ).

S.. ..

and wham

U - (...,xs;O ) a Mi a' - It ...t . ,.O;;.).

If e-"anlul of packet for tramu01 by part then p(s';s..) -I when

*2 *m(:,... j.,,O .... ,ami * 1)C S with MJ and OD<N<N

and

.,,- (:l,...,z.,li l,..z;m;m +, 1),

- (zI,...,., I,...,ZN;N;I)S~. with NOJ and ' -

and when

- (zIP...,zj..z +zj,.... zzyO;n) a S asd Op ""-

Al other state transition probabilities p(,;,e) are equal to zero.

The distribution functions of now clock times for events .cN(ae are as

elows. If e-. "ad of trMmissiua" and S'-(,...,vr-;n), then the distributim

faatcAo P .Ard ) - ?iLSu). Ii.' - "obarvatim of token" and , - (St....,r ;wn),

thm O dsualhtle. faatic F(x-a,eue') - I .)(g) if 9 >1 1ad equds lWta,,)() if

, .v * -.-.- * * *-*-:.,~x
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n-1. Ifa0'- letvd of pee" for Uumiae by part J," then the distrbutions

As u apgcatim of Propultioa (2.11) and (2.13), take ; - (0,...,11;2). Let

- "observtn of tokea" and - t(z..;1o) L SJ so that T is mthe Ath time at

wMlk Port I observe he tok n a t. Observe that a,<a a.s since

(3.3) £ET7- Tl.IJ 4 "Rl+ '" + rN +  ElLjJ < ,):

for all nal.

Let 1* be the first tim after T. tht the token leve port N so that r - t.

For - (a,.... ;, ) S.  - I+(') -01 ad = ha

£ ( ) - *jg E As+I. )I so that I - Itjde EA9. Take .X l+)-R, for aU

k - 1,2,...k(s+) and s+ 9 S. Assume that the distrfbutiom of Aj Is NBU and that

for -1,2,...,N so that ..

Thm PIX(T) - i.o.1 - 1.

A transition of the p ocs IX(1):aaOI defined by Equation (3.2) to st s; cam

Occur when event is the trigger event only If e Occurs In utat ' - (1,...01,01) and In

tk aem the set O(s*a,) t o. Since Equatlm (2.15) hols md PIX(T,) - .i. ,

the do"suh tie, at whiske triler a transition (in att S') to stt 1; are

6pglq tImev n ugmralo. polms ftthe pmeu iZ(o ,a0I . The oZPmW tim-. I S 2'



.* . im L&~.. Soh it .. -- w BLm... IW At m mb ,OMW thus

is a pam"et A i a puOSI . N pert 1 starts saumlubl a

(0.4) BXAMPLB (Collislom-free bus networ.). Consier a bus ewok (Es*n,

Hasmsacer, and Sbsfiw (SD with N ports, ambepd 1,...,N from let to rioht; -e

wooer Z2 M"A PAWh $Waffan M e $a* buste"e Wo is ta mli/elved by

prt ja tap l(A. in dirnoo t . bu s aw h-wq -qi- aem y U abi te pars.

Anociated with each pn J is a flip-flop, S(0), called the rod To udl P(0,

celd the OA-$ l. tapped at the Control wire Input to port J is th8 Wldsd Rof do ih

Ued fp-flop of all ports to the left of port . Denote by T th end-to-end bus

ai y. [For technical reasons, T actualy as e the en-ta-ed p aOPUM

delay plus a maU (fied) qumtlty.] Denote e actual delay slag the bus

betwe port I a part j by 7XIJ). iJ- 12,..-.. Thus, 7J)- 7To<r tfr an ijd at

7OJ) + T(h) = W) for al1 K/k. (We assum that UJ)wTJ) for disatnct k and

all J.) Let I(/) be the propagation delay (Including pte delays) along the control wire

from port j to port N.J , 1,2,..,; thus, A(1)aR(2)a... a(N) - 0. Denote by AJ) the

propagatin delay along the control wir from port I to port J. We assume that signal

PROMItlslon the control wir Is slowe tha along the b s od that delays al"g

neWr septics of eh path sale proprtioally; Le., (1)>T and R(j)>7xQJ) for an ll

* lisa a distributed conr1 semt Al isa terms of m alorithm for an

IailldIi port. Pakets (for t 10u1so by port ) which ard whle am exeution o

sh alrihm by pert j is I@ plop qas uw externally. Upon aompuleto. of tisb

=-'' '-. - 'i =; ' 'i ", ". 
'
.L -' -'=i'd' ;" "Z' " '_ ,,'" ,'3,.',_", ¥' -''--i '"' ' -"- " =I4



PI J kummim and theMtass smI d the m t h_ -- '-- .

Atwlhm Al

Sma ) to I

*wafttor a dm eiteral*EAtA

* Waft Ma d betaler"d (w port ) to te His AND PQ)m- than stan

trmmmlul~ of dh packet, smiulta so, ny res ag o() to o.

For dmp ty we assmie that thre an m at most am packet In quous at each

pmt Spedficalfy, suppose that the time from en of taml iom by port j sti the

arrival at a nem packet foir trnmuo by part J Is a podItw radmvariable, Ap with

fli ms. Also suppoe that the time for port j to tranmit a pae mt Is a positive

radoom variabe, Lj with finite mean and (so that Alprithn A2 of .[S paranbm

tasmlssls .o all pAckets) such that P(Ljis(l) + TI -0.
~[

13.6) w(s) -(W* l'l,.wjvo),

Ow ( n)ua+a fit atho ta, port j Usm Jt ts fmp,,n but has not yet am~ta ft,;

Awrj + wTaft, quals 2 f prtn j has can do AW + T wat but has not mats& .

ummi quapb 3 if port j I annmt~l d squab 4 othewie. Next nt -;,

wkh nes U/I Na& kIf part j AbMvI tranmisslon of a packet by port k an the bus at

• .* *

(JU;)u[4 (Unl),..u 5)



where VO equl I1If and anly If 8(k)-I at Uim ,-A(kJ. and equals 0 othewise.

Tan #j nrwMm l t MtlmgitnUna~W yif VIA(AmI for uowm h<I Filsy, set

Z(u) I i @gae part is tresstug t tjIme: t=4 this por startes trmnwaimlon, whin It

obultva sod f, 1 X. otherwise At) - 0. 71Mis 

"ST11e o stoast met, S. "T:gi deoflok by 3qatl~ (Us aGdo M wito by flt s t

"Wade S. VAn f t se, 1 ." "h -1 ut Is ( t 1) Ot Slof a by a i i ra m uo byp t

"~i twaf for1(j) T, "a~ns (o)) t Vogtf yaJ,*~ "06wmsuatlita iportJ.
of start at trmeuh ypit i, oato ypt tedc rubo bv

port kWIJ "obmratlm by port J at ead ---truamseloo by port koIj awl Mat at

trin "sao by port lg0J." -obeetom by port J at the setting (to 1) at flpflop by port

k to lbs Wi, ad "ebeervllo by potj at the reuating (to 0) of a flip-flop by ort k to

* the uot"J -l2.. For am aW.., au,.,,?,,.,N)S the event u I (

ane as fallomu The evet set 8(4) couta "setting (to 1) of flip-flop by pt/ f Ndm

ouiy Ufw =4. The ma"ad oftrasosla by port/f'1(s) Ifandonuly fw m 3.

Tie event "end of wait for A(fl+ a R(a) If and only Ifw - 1. The eveat "obsevan

by pot Jof t attrnmi. by Pon k" 6 (s) Ufanonlyif () wt 3, z =O0. m

IVuor umtsam~mAad trujmOorujmlforam Ibetwemkandj. The

*i sveo wvatum port jor noudratm essony port"a S~s) If and oly 9fui =k

and *&mlr4 and eiter zm or w "3S for A I betwee j and k. The evet

'ebnaU by ut atsadof taamls by port h'J MA start i tamselom by

P" fawi(atIti6i.y 9 ij m k. 8m 1. and u- 3 with I betwem k nd J. Theevew
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"obeamthe by port j of setting of flip-flop by port k to the left"C E(s) If and only if

wt- 1 and -wt "0 for some kW. The event "obsrvation by port J of restting Of

flipflop by port k to the left" E() If and only If wk 3 and vj- 1 for some k<J.

Note that with this definition of the event sets E(s) no "observation by port j of

start of tranamlson by port k" and "observation by port j of end of transmission by port

k" can occur simultaneously. To m this, let k<lJ. Suppose that port k ends

transmission of a packet at time t and that port I starts tranmslou of a packet at time
t'-a+ TXk,/). Then the event "observation by port j of and of tasiion by port k":

and start of transmission by portt' is scheduled at tie 'and (sincez- 1 and w- 3

whem Is between k and J) the event "observation byport J of end of tramlssonby

port k" (which was scheduled at time ) ceases to be scheduled at time 5'.

The distribution functions of new clock times for events .' eNs';sm) ame as
follows. If ' - "end of transmission by port J," then the clock setting distribution

function F(r,s'.s',aq)- PIL:x. If e' - "end of wait for RU) + T," then the clock

* setting distribution function F(x;',',,e*)- If .'- "setting (to 1) of

flip-flop by port J," then the clock setting distribution function F(x;s',e',s,.) - P(A sxJ.

I 0' , "observation by port J of start of transmission by port k," then the clock setting

distribution function F(',8.') - ljnk)z). If. ' - "observation by port j of end

of transmission by port k," then the clock setting distribution function
F(za',',a,a") - l j).(lx). If e' - "observation by port J of end of transmission by

port k and start of transmission by port I, then the clock setting distribution

- I - "observation by port J of setting of flip-fop by part

A m t he e theninEiam tucoon setn distr)b lu niunti)...
- -~ 3- - w- La p'in



Wr'. "eObmvad by pM j a rnning of fp by port k to the k "thn the

dock settng dbbtm fUellow Fr.d.va)- x..,:'-"

Asan appleation of Propositions (2.11) and (2.13), take

- 4,%..,;00,,..,;,0,1...,,1..,1.Let e* - "" Of t.us 181 by port I" and..-..

If ."

; ...- ,

e (3Uh2,... ., -ivj., 0 forjtt - 2.3,...M so that Ta is the str m at

r,.

which port 1 ends tanmielo, nO. hm, port I ends tandmlulea of a pocket with

ech othr port j having dburve the esettlbg of port les Mpflo hing a pin c"'t

queed for trnmlslon. and having completed the R(j)+ T welt at time T3 if

X(T. Oberethat ha

(3.9) T,- T,,. -lA + AM )+ r D.+ Li,

whe LI Is d~stributed s Lt, A uis distrited *A1, and Do bea f monime, e rsa'm

Vmm* Plo.w-mth the dletrluatk oL Is WBIU, It can be damw that

S ZI ILOj~

so that

(3.10) SIT, - To,) Srl, l + .AMl + T + S(EL)J <-.....,

and thmfqnre, a~(s.

Lat s be the ftie after r..t tha pm I bee tmmlulm e a peaeat so

S.. La.t "settn cc Mp4p by pes J." Pr a+ - a S*.,+)L , m

4eb') - 41 md Ut e4.t*) isle,. eSsAM) at a - Ijp..., Ta..

Boo*)- W1) 1t r ) Aw I' uS h * 1..M). Aie S* hem .:.:,:-
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Il et l ls NU and t a-

syn Pj7.y x111 + rs L, > 0, 9'

J - 2,,..N. ft folow- that

8- PAj + A) + T L , j -2,3...,J > 0

so that

8(a) - + A(1) + T A L1, JCJ(a+)I at M.
4 ,.. ....

Than POM M ;1.o.J - 1.

A transition of the process IX(i)::al defined by Equation (3.8) to state o can

oocur when event v is the trigger event only if e occurs in state

- a3,n,...,,01...,1;0,1....11 ad In. this cae the set O(a s',e) i RaSnce Equation

(2.15) holds and IX(T,) -o.o.1 -1, the successive times Tn at which to trigmrs a

transition (in state s) to state 4 are stopping times and regeneration points for the

proces {X(O): aO. The expected time between these regeneration points is finite by

Equation (3.10).

(3.11) EXAMPLE (Slotted ring). Consider a ring network having a fixed number, K, of

equal sakm is, and a fixed number of equally spaced ports, labelled 1.2,..,N In the

dirmcton of sigul propagation; m Figure 3. At each port constant (slot sian) leagth

wmqe pwkw arrive according to a random process and queue externally. The

pwrsunnos delay from one port to the next Is a positive constant, R. We asum that

t hnmle N ortsN, is a multiple of and (so that there is no loss of utliztion due

so "imu" b") ha the Ue to transmit a message packet is equal to NR/. The lead

"fuM/. MW-. S/ bIt maitains the status of nab al. A port holds a slot from the

:'- ? --" • -" ,." "" '.>d-r :.""-cr d" - '..""'' - -- -" ¢" '. ... ..." ." ." . .... " .". " ...-.-. . i!
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N

time that it begins filling the slot until it releases the slot. Subject to the restriction that

no port can hold more than one slot simultaneously, a port that has a packet queued for

transmission and observes the status bit of an empty slot sets the bit to 1 ("full") and

starts trasmission. Transmission ends when the slot contains the entire packet. When

the status bit of the filled slot propagates back to the sending port, it resets the bit to 0

("empty") and releases the slot. The port releases the slot even if it has another packet

queued for transmission. This ensures that all ports have an opportunity to transmit.

Assume that message packets arrive at individual ports randomly and independently of

each other; i.e., the time from end of transmission by port j until the arrival of the next

packet for transmission by port j is a positive random variable, A, with finite mean.

Note that there is at most one packet queued for transmission at any time at any

particular port.

Set

(3.12) X) -

where

1 if there is a packet queued for transmission at port I at time t
ZAt) ,

0 otherwise

for I 1,2,...,.

j If port J holds slot I at time '
M,() -

0 otherwise

* Ni:) -J i at time i the status bit of slot I is propagating to port J, j - 1,2,...,N. For any

i (lslsk) the vector (ZI()...,Z,(O;MI(),...,M 1 ();N(O) contains the same information

as the vector X(O. Incorporation of all the components Ni(,...,NE() into the state
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vector facilitates generation of the process.

The process JXQ):ta0J defined by Equation (3.12) Is a osd with a finite state

space, S, and event set, E. The events in the set £ are: "observation of status bits by

ports" and "arrival of packet for transmission by port 1,"J-1,2,...,N. Let

" (zl,...,zN;m,...,mK;nl,...,nK) c S. The event "observation of status bits by

ports" £(s) for all se S. The event "arrival of messsage for transmission by Pi

Jf' E(s) If and only if z= 0 and for each i either (I) mnij or (ii) m , j and

nrl --1 + I (mod N) for some integer I such that N/K<IsN. Note that the ends of

transmission coincide with the occurrence of particular "observation of status bits by

ports" events. Suppose, for example, that there are N - 4 ports and K - 2 slots and that

S -'(0,0,0,0;1,0;3,1): i.e., port 1 is transmitting a packet in slot 1, slot 2 is empty, the

status bit of port 1 is propagating to port 3, and the status bit of slot 2 is propagating to

port 1. Then the occurrence of the event "observation of status bits by ports" in state s

corresponds to an end of transmission by port 1.

In a slotted ring with N- 4 ports and K - 2 slots, take s; - (0,1,,1;,3;2,4). Let

e- "observation of status bits by ports" and * - I(zz2,z3,z4 ;,m 2 ;I,3)a SJ so that T.

is the nth time at which port I observes the status bit of slot 1 and slot I Is empty, naO.

Suppose that the distribution of Ai is NBU and that PjAj < R - 1, J - 1,2,...,N. Then

PIX(Ta) -sJ - 0 for all nil if X(O) - (0,1,0,1;0,3;2,4). Using arguments similar to

those in the proof of Proposition (2.11) it can be shown that if the distribution, Fj. of .-

is NBU and F/b)-Fj(a)>O for all Osa<b<m, then PIX(Ta) - s; .o.l - 1.

a..

41t

4'
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4. CONCLUDING REMARKI .. ""

It Is sometimes possible to establish recurrence results under weaker positivity

assumptlons than thase required by hypothesis (il) of Proposition (2.11). For example,

In th token ring modl of Example (3.1). P(X(r,) - , .o.! -1 it the distribtion o A,

Is NBU and P(AR + ... + RAjN).

1-.

,% ,-

. . ,

•: ......

12

L;..

--. ( ':., :' ;' ,' ,'3:,2".,* -.J .' ;*' .'''*:' % 'i. ; :''; .'' '';
"
i;'''''O'"''""'" " ""'' ''" :'';'" "" "'" 'o""; -- " '' ''. 'a.-'
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APPENDIX

Let V44aaul be a mw with flake state spac. S, and event set, . Recall that 1 Is

the time of the Ah state trnstion and that So - X(f3 ) Is the state, of the system at time

xm&O. Aso recall that C, i the dvt of clock readings at time L* and that C is the

Ah coordinate of the vector C, for eC E(S). Denote by . . '(s..,,C..,) the Index Of

the nth triner event and let in - I:ee E(S.).

Lot sOal,...%a S and e*.,...,C 9 With p(ak;su ejk)> 0 " Then the joint event

(A.1) fWPUm)mX(4. SOm.' O aO 1'Crnm.AO

Is equivalnt to the joint event specified by the Inequalities

(A.2) CM/~ Cpi, - I/4,h 11 and am -0l..

in caJunction with the equatiomn

(A.3) x(Al) - s- ,,, k- 0 .....

lfi -1 ,114 ,1 W ,e Write ,-. :'

We asume throushout that Aso) is the set of active events at time t 0 and that al

active clocks ar rest at time 0 - ; i.e.,

far some ag S and teE (dependent on i), rr 1E(.). In addition, we define

x,,wt,'.) AS(O) for m 0.

* 4'*'.* s*.-:" •



2.7

SuUt obfge tht ifcO(;,..e)aso that Cad is an old clock remading then

a.,I

where fn is the latest time prior to f,, at which the clock associated with event I was set.

This implien that any old clock reading CkJ appearing in Equation (A.2) can be expressed

in tem of one or more C., with ,mWN(a.;s,,.) a sk r . Replacing in this maner

all old clock reading. appearing in Equation (A.2) by expremsioas which involve only new

clock readings, we obtain an equivalent system o inequalltiss which, in conjunction with

Equation (A.3), we denote by Va. We Cal WX the Cmeki POMwMM of the joint

event

I ,za . - :'e. AX ,) - M , *,, - e,.- ,, -* o ) M ,01.

(4.4) LEMMA. Let 1SislS ... Jw)in such that ( &je )#.-1k

Select . L N(,, j,;sj,dI ) and let

V8, - {tj + Ci,.l, > . k- 1,2,....11) I.

Either the st of inequalities ({V, r, J is inconsistent or there exists VCV1, such that (I)

11g. Va and uSx, V3 I an equivalent, (H) no random variable Cj, in Ila appears in *,

and (1i) the ;andom variables in f, are mutually independent.

PW.: For fixed k, observe that the variable Cjkd, appears only in than inequalities In

'W3- cerrnding to state transitions at timnes f's. There are two am to----. vs,.

V ..

[]. ' X
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cane (). For ka A SS4,ss-1, %contains the Inequaities

(C - c.,_ < V(C), it I - 11,19

where 9(.) denotes an expresson written In canonicl form. By the structure of the a;m

this nmans that

ai(A.5) <fV(Cjx) I cz .. , ...

us-ia

whis euialest t

V 41(CjJ t+ W1 + I C.,, ):'-:S

l (cjk, + fj,) > Van)

'A!

a - h mt Islas bhe cfr8n Sodm te only inelitie In r. which conta do. mim

V.

(A.S sob,,;~ A)c, -w bm@"I td C.,).oeta d a * ~ obb

...... .....



2,

k vn 10 01A t 86 CIOk SON10 00 f th co

Ift, ft na va~bes I

(A.6) W~saraps toIA mew sslosh ue"dp theme .1 codtio e ofui '.

(A.6) U LRIA. Aet ac ( Odx...,x A .UirThem*)watPoota

get 4jgv)S 4.R()

Jso (I 0j: Nox ao,.... de them eveunj t sajnm vseaie

(.ra *) +Ao~+) a + jt.k~+)9 1.2..,~s+)Vnl

ff 70* dm tA L..... "wnet (AkS)O CS b@ -- O

184M) -.n* 20en m t~aam5
g SOV + 1 os+>aduAndS

b mt swtw do Nea anwe the dote Isnv twi+.Tu.th on

4.~~~ R~a)S ~ .as*). k- 2,.M)U.'-
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IAn

(A9 S,4es) + An + 9 , + 1j,62S,ka)U

are .qulaLrt

Now obsarv that for evety tsquetwce Omatf taes and trige mts, SMI(a) cOrrepondsl

t@~5d~to main tjAi, 5s) Owso r crrspn to sme Cbo Ai-).rfPO&tio1111

wher MA NX44;,~,g,~). a j(1) comapmms to som

~~ Sinets Ul~ is the disjoit umlau of the events f$, we cen combine the abov

results to obtain

(A.9) P(~a)+ AA(*s) + .9.R.(.), k 1 .2Z....k(s 0);Ul~.

P(C(mminaia) Aj(m) 440i.u+ JtKn-k*

> tj(', - £ICLOJO.>Ak

where el team of probabilty uero ar excluded from the sum. By Lemma (A.4), we can

replac VW',) by VAWg without alterin the value of the sum.

ad demotin the "t of random vairlabs appearing In the cansa l ropemtt

* 1 5 )by l~t ~ .we am wdle



JiA -

Wbrno F3 amd F sz Ve wlI"( IdtIi ofe~m

1risto 2. 11) and the fact that tho random variables

CX*)()> Z.*Lj.)4mk(c). k -

knl

n f [P(C,*A)MW04 ~

AwlA

U"a hypseb (M), -1011ttl UNhe right hand side into Equation (A.10) and

-Yp



+

j -,..,

-a al' -I.

I plu xqunsjW (A.) tat.8Equlm (4.9) n4 uslng Lena (

T.*- + R..l,2.....k(+);Uj

-*P(Sn(i) + A e-' >~ A --*9.'

The lamt equality follows by the some reasoning that leads to the equivalence of thet

events In Equations (A.7) and (AA).0
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